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Abstract

In schools and society, technologies are often viewed as central to productivity and progress.
However, technologies always include trade-offs with downsides that cause disproportionate
harm to often already marginalized groups. Recent enthusiasm for how to use large language
models (LLMs) to support student learning has tended to sidestep concerns that LLMs could
reproduce inequality through centering majoritarian perspectives and accelerating learning for
those traditionally advantaged in the K-12 education system. This leads to an urgent need to
build an understanding. My larger research aims to prepare educators to consider not just the
benefits of technology and LLMs specifically, but also harms and injustices caused by LLMs. In
the long term, the proposed work has the potential to empower citizens to interrogate the effects
of technologies on our individual and collective lives in order to work toward a more democratic
and just intersection of technologies and society. In the near term, this work will prepare teachers
to consider the challenges and benefits of using generative AI in their lives and classrooms.
Because of the CELSJE Summer Research Grant, I was able to:

● Apply for a $316,000 RAPID NSF grant on AI in Education;
● Host an online conference engaging over 300 practitioners in technoskeptical and data

justice actions;
● Develop and disseminate a research agenda to guide the field of educational technology

and teacher education in using and investigating LLMs (invited to be published in ETRD,
a top-tier journal in education technology research)

https://www.springer.com/journal/11423
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Toward More Just Technological Futures: Empowering Educators to Critically Approach
Large Language Models in Education

In November of 2022, Open AI introduced ChatGPT to the world, prompting hundreds of
articles, think pieces, and emerging research (e.g. Chiang, 2023; Harwell & Tiku, 2023; Roose,
2023) on the effects of large language models (LLMs) on society,
and

https://www.springer.com/journal/11423
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With colleagues at George Mason and Georgia State, I applied for funding to research
how AI may promote and impact equitable education and inclusive learning by identifying
prompts and possible AI training practices that support culturally relevant pedagogies. The
potential for ChatGPT4 as an effective teaching tool for diverse students makes understanding its
cultural relevancy and capacity for critical engagement with curricula a necessity. Conversely,
given the historical tendency of emerging technologies to reproduce bias and harm for
communities of color, there is an urgent need to identify to what degree ChatGPT can help
improve access and learning outcomes for minoritized students and /or to what degree it
reinforces biases in its responses. Thus, the proposed study aims to address this need through a
critical analysis and evaluation of ChatGPT’s ability to answer prompts from culturally relevant
curricula.

In this RAPID project, we proposed simulating the use of AI in a K-12 setting to assess
the suitability of this technology as a liberatory tool for minoritized youth. We argue this is a
necessary precursor to fielding AI directly to youth before we have developed an understanding
of AI’s capabilities because of the potential for AI to demoralize minoritized youth due to
encoded bias in large language models (Bender et al., 2021; Barocas & Selbst, 2016).
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https://information.ascd.org/artificial-intelligence
https://www.newyorker.com/tech/annals-of-technology/chatgpt-is-a-blurry-jpeg-of-the-web
https://www.newyorker.com/tech/annals-of-technology/chatgpt-is-a-blurry-jpeg-of-the-web
https://www.washingtonpost.com/technology/2023/03/14/gpt-4-has-arrived-it-will-blow-chatgpt-out-water/
https://www.washingtonpost.com/technology/2023/03/14/gpt-4-has-arrived-it-will-blow-chatgpt-out-water/
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